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ABSTRACT
This review considers the author perspective on the emergence of
molecular dynamics (MD) simulations of biological processes. It
starts with the 1976 simulation of the primary event in rhodopsin,
moves to the earliest simulations of enzymatic reactions and
electron transfer reactions and ends up with recent simulations of
proton translocations and ion transport in proteins. The emphasis
is placed on our progress in simulations of actual biological
reactions and functional properties, rather than on studies of
general properties such as structure and thermal motions. In most
cases it has been possible to develop special strategies that capture
the relevant dynamics of the given biological process. The predic-
tive power of our early simulations of fast biological process (e.g.
vision and photosynthesis) and the insight obtained from these
studies is pointed out. Critical examinations of dynamical effects
in different biological processes is reviewed. This includes the
finding that dynamical effects are unlikely to contribute signifi-
cantly to enzyme catalysis or to other processes with significant
activation barriers. Even in the case of ion channels it is found
that the most important effects are associated with energetics rather
than dynamics. Nevertheless, MD simulations provide what is
probably the most realistic description of the actual reactive events.
The resulting insight is crucial in studies of fast photobiological
reactions and instructive in cases of slower processes.

I. Introduction
By the early 1970s it became clear that molecular dynam-
ics (MD) simulations could be used in studies of some
properties of simple solutions and in exploring the mo-
lecular nature of gas-phase reactions of systems with a
few atoms. It was much less clear whether MD simulations
could contribute to the understanding of biological pro-
cesses. My feeling was that only very fast biological
processes should be explored by MD simulations with the
computers of that time. It was clear from my experience
with energy minimization1,2 that MD studies of equilib-
rium properties of proteins will not converge in a mean-
ingful way. Fortunately, the primary event of the visual

process presented an important biological problem that
could be explored by direct MD simulations. The 1976
study of this photobiological reaction3 presented the first
MD simulation study of the dynamics of a biological
process. Although the subsequent simulation of the short-
time dynamics of BPTI4 pointed toward exciting future
directions, it only strengthened my feeling that simulation
of long-time dynamical effects would have to wait for
much more powerful computers. Furthermore, my experi-
ence with modeling enzymatic reactions and discussions
with Mike Levitt and Max Perutz strengthened my feeling
that the most important biological functions are not
controlled by dynamical effects and can be modeled quite
effectively by considering the corresponding electrostatic
interactions.2 Nevertheless, the gradual emergence of
stronger computers and the interest of me and my co-
workers in the details of biological processes resulted in
studies of the role of dynamics in most types of biological
reactions. This work summarizes our studies of the
dynamics of such processes. Related works of other groups
are only mentioned briefly and more details are given in
ref 5.

II. Dynamics of the Primary Event in the
Rhodopsins
The primary event of the visual process starts with the
absorption of light by the protonated Schiff base of retinal
(PSBR) which is bound to the active site of the protein
rhodopsin (see, e.g., ref 6). A related photoisomerization
reaction occurs in bacteriorhodopsin (bR). In this case,
however, the light energy is used to pump protons across
the cell membrane (e.g., ref 6), rather than for the visual
excitation.

My initial simulation of the primary event in rhodopsin
was performed much before the structure of this protein
was available. Thus, I represented the effect of the protein
by a simple steric constraint and assumed that the fast
dynamics is controlled by a relatively rigid active site. The
simulation of the surface crossing dynamics involved a
semiclassical trajectory approach, where the molecule
started at the Franck-Condon region of the excited state
and moved classically until it reached a point with
maximum surface-crossing probability, where it jumped
to the ground state. The probability for crossing between
the surfaces was evaluated quantum mechanically.

My early study3 and subsequent considerations7 in-
dicted that the crossing probability for each trajectory is
much larger than conventionally assumed in photochemi-
cal processes (see discussion in ref 8). Such a crossing
“funnel” was previously proposed by Michl9 for some
photochemical processes but has not been reproduced by
any time-dependent calculations (we will return to this
point below).

Figure 1 shows a typical trajectory starting with the
excited 11-cis chromophore. In this and other similar
trajectories, the isomerization involved only small overall
displacements of the individual atoms because partial

Arieh Warshel received his B.Sc. from the Technion Institute in Israel in 1966.
He then earned his M.Sc. in 1967 and Ph.D. in 1969 from the Weizmann Institute.
His Ph.D. with Shneior Lifson and collaboration with Mike Levitt are the basis of
many current molecular simulation programs. Between 1970 and 1976 he
postdocked at Harvard University, returned to the Weizmann Institute, and was
an EMBO fellow at the MRC in Cambridge, U.K. In 1976 he joined the Department
of Chemistry in the University of Southern California, where he is a professor of
Chemistry and Biochemistry. He has pioneered computer-modeling approaches
for studies of protein functions. These include the development of consistent
treatments of electrostatic energies in proteins, the development of hybrid
quantum mechanical/molecular mechanics (QM/MM) approaches for studies of
enzymatic reactions, the introduction of molecular dynamics simulations to studies
of biological processes, and the introduction of microscopic evaluation of
thermodynamics cycles in biological systems. The focus of Warshel's group is
on simulations of structure function correlation of biological systems.

Acc. Chem. Res. 2002, 35, 385-395

10.1021/ar010033z CCC: $22.00  2002 American Chemical Society VOL. 35, NO. 6, 2002 / ACCOUNTS OF CHEMICAL RESEARCH 385
Published on Web 04/04/2002



rotations occur around several bonds in addition to the
C11-C12 bond (see ref 10 for discussion). The simulations
suggested that the time constant for isomerization was
about 100 fs. The predicted time constant was consider-
ably shorter than the time constant of 6 ps that had been

obtained in pioneering experimental work by Rentzepis
and co-workers,11 but proved to be in good agreement
with subsequent measurements (e.g., ref 12).

The emergence of the three-dimensional structure of
bR13 made it possible to reexamine our early simulation

FIGURE 1. Semiclassical simulation of the photoisomerization reaction of rhodopsin. The upper and middle panels describe, respectively, the
geometries and energies along a trajectory that moves from the cis configuration to the crossing point (φ ≈ 90°) and then crosses to the
ground state. The lower panel depicts the probability of being in the ground state. Reprinted with permission from ref. 3. Copyright 1976
Nature.

FIGURE 2. (a) Time-dependent energy gaps between the ground and excited states of bacteriorhodopsin during 10 trajectories propagated
on the excited state. (b) Probability of being in the ground state during the trajectories shown in a. Reprinted with permission from ref 8.
Copyright 2001 American Chemical Society.
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with a more realistic protein active site. In a 1991 study,14

we examined the nature of the excited-state dynamics and
found it to correspond to diffusive rather than inertial
motion.14 This finding helped us to exclude several
mechanistic options, taking into account the detailed
structures of the proteins.

In recent work,8 we have recalibrated the QCFF/PI
surfaces of the PSBR and used a hybrid QM/MM approach
to explore the quantum dynamics of the primary event
in bR. Ten semiclassical trajectories were run, starting with
different initial conditions. Figure 2a shows the calculated
energy gaps (∆E) during the trajectories, and Figure 2b
shows the probabilities of finding the system in the ground
state. Typical structures of the system along a surface-
crossing trajectory are shown in Figure 3.

As can be seen in Figure 2a, some of the bR trajectories
reach a minimum value of ∆E (∆Emin) of around 1 kcal/
mol, while others have larger values of ∆Emin. Evidently,
crossing can occur either with an actual conical intersec-
tion or at points with a larger ∆E where the electronic
coupling is sufficiently strong.8 Although we now have a
clearer picture of the structure of rhodopsin, the original
prediction3 (of a very fast process with a very large crossing
probability at the 90° region) apparently remains valid.

Related simulation studies are considered in ref 5. They
include the one-dimensional studies of Birge and co-
workers (e.g., ref 6) and the extensive studies of Schulten
and co-workers (e.g., ref 15). The later surface crossing
studies included the entire protein-chromophore system
but have not yet involved a fully coupled QM/MM
treatment (see discussion in ref 8)

III. Dynamics of Photosynthesis and Other
Biological ET Reactions
The realization of the power of the semiclassical trajectory
approach in treatments of complex systems led me in 1982
to the development of the first microscopic simulations
of electron-transfer (ET) reactions in condensed phases.16

My co-workers and I also introduced studies of quantum
mechanical nuclear effects in biological systems, by
exploring the electron-transfer rate in cytochrome c.17 The
methods mentioned above were used by Bill Parson, our
co-workers, and me in the first realistic simulation of the
primary ET in bacterial photosynthesis.18 These and
related studies will be reviewed below.

The initial photochemical electron-transfer reactions
in photosynthetic bacteria is carried out by pigment-
protein complexes called reaction centers (RCs; see, e.g.,
ref 19 for a review). Reaction centers of purple bacteria
typically contain four molecules of bacteriochlorophyll
(BChl), two molecules of bacteriopheophytin (BPh), two
quinones, and an iron atom. The structures of RCs from
two species of bacteria have been solved by X-ray crystal-
lography (see ref 20 and also references in ref 19). In both
species, the pigments are bound to two polypeptides, “L”
and “M” (see Figure 4). Two of the BChls sit close together,
forming what is termed the “special pair” (P). The other
BChls (BL and BM) and the BPhs (HL and HM) sit in the L
and M branches.

FIGURE 3. Snapshots from a surface crossing trajectory of bR.
Reprinted with permission from ref 8. Copyright 2001 American
Chemical Society.

FIGURE 4. Chromophores in the L and M branches of bacterial
RCs.

MD Simulations of Biological Reactions Warshel

VOL. 35, NO. 6, 2002 / ACCOUNTS OF CHEMICAL RESEARCH 387



When RCs are excited with light, the excitation energy
moves to P within about 100 fs and the excited dimer (P*)
transfers an electron to one of the BPhs (HL) with a time
constant of about 3 ps (e.g., ref 21).

There are two main mechanistic options for the pri-
mary event involved: (i) a stepwise process in which the
electron jumps from P* to BL and forms a P+BL

- radical
pair, which then passes an electron to HL and forms
P+HL

-, and (ii) a direct jump of the electron from P* to
HL, with P+BL

- serving to increase the coupling between
the initial and final states through a superexchange
mechanism.

Initial unsuccessful attempts to detect P+BL
- after

excitation of RCs with subpicosecond flashes led to an
almost consensus view (see references in ref 19) that the
primary charge separation process involves a superex-
change mechanism. However, we felt that the experimen-
tal information was inconclusive and that the most crucial
missing information was the energetics of P+BL

-. Thus,
in 1987, when we finally obtained the crystal structure of
Rhodobacter sphaeroides (Rb. Sphaeroides),22 we combined
all the methods developed in our studies of ET reactions
and simulated the dynamics of the charge separation in
bacterial RCs. The transitions from P* to P+BL

- and from
P+BL

- to P+HL
- were simulated by the surface crossing

approach16 and were incorporated into the coupled dif-
ferential equations for the concentrations of P*, P+BL

-, and
P+HL

-.18 The results agreed qualitatively with the experi-
mental observations. Figure 5 shows a similar simulation
using the Rhodopseudomonas viridis (Rp. viridis) structure.
The simulation suggested that the superexchange makes
relatively little contribution to the overall rate of charge
separation. Most importantly, the energetics of P+BL

- was
found to be in a range that allows a stepwise mechanism
to operate (in a clear contrast to the prevailing view at
that time).

Our finding that the two-step mechanism is a very
realistic possibility was based on careful application of free
energy perturbation (FEP) and other strategies for evalu-
ation of electrostatic energies in proteins. Our calculations
(e.g., refs 18 and 23), placed this state 2-3 kcal/mol below
P* with an estimated uncertainty of (3 kcal/mol. Experi-
mental estimates of the free energy of P+BL

- were obtained
subsequently (see ref 5) and were found to be about 1
kcal/mol below P*, in reasonably good agreement with
the computational results.

There is now a general agreement that the P* f P+BL
-

f P+HL
- is the dominant pathway of charge separation

at room temperature (e.g., refs 5 and 24). It is gratifying
that our simulations predicted the corresponding energet-
ics and elucidated the actual mechanism.

Further MD simulations of electron transfer in photo-
synthetic reaction centers have been described by several
groups of investigators (see the review in ref 5). The early
series of these studies25,26 supported the superexcange
mechanism due to incomplete treatment of the electro-
static energy of the system (see ref 5).

Our simulation studies also provided the first molecular
insight into quantum mechanical nuclear tunneling in

biological systems. During the early 1980s we realized that
we could convert our time-dependent energy gap to the
Franck-Condon factors and vibrational frequencies of the
system and ultimately to the relevant quantum nuclear
rate constant. The resulting dispersed polaron approach

FIGURE 5. Simulations of electron transfer from P* to HL via BL in
the Rb. sphaeroides reaction center. The simulations in panel A
used the semiclassical surface-hopping formalism and were based
on the time-dependent energy gap between P* and P+BL

- (∆ε12)
during in a 20-ps trajectory in P* and of the gap between P+BL

-

and P+HL
- (∆ε12) during a similar trajectory in P+BL

-. The simulations
shown with dotted curves included superexchange; those shown
with solid curves did not. The energy gap for the P* f P+B-

process and the corresponding autocorrelation are given in panels
B and C, respectively. Reprinted with permission from ref 5. Copyright
2001 Cambridge University Press.
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(e.g., refs 17, 27, and 28) rests formally on an exact
quantum mechanical expression for electron transfer in
a multidimensional harmonic system.29 However, an
evaluation of this expression requires knowledge of the
vibrational frequencies (the ω’s) and the dimensionless
displacements (the d’s) between the product and reactant
states, for all the modes of the system. While the formal
rate expression is well-known, the trick is to obtain the
d’s and the ω’s for the enormous protein/solvent system.
Here we realized that the Fourier transform of the energy
gap contains all the relevant information. The formulation
leads to the relationship

where λ is the overall reorganization energy, which can
be obtained from ∆ε12(t),19 and kB is the Boltzman
constant. The function J(ω) tanh(pω/2kBT)/2p is the so-
called “spectral density function”. The main point is the
realization that the vibrational frequencies and displace-
ments obtained by analyzing an MD trajectory at a single
high temperature gives the information needed to describe
the complete temperature dependence of the kinetics.

IV. Enzyme Dynamics Not an Important
Biological Role
The idea that “dynamical” effects contribute significantly
to enzyme catalysis has frequently been invoked (see
references in ref 30). The appeal of this idea may reflect
the fact that enzymatic reactions involve thermal fluctua-
tions. However, all chemical reactions involve random
thermal motions, and it is unlikely that enzymes use
particular vibrational modes to enhance reaction rates.
To address this issue, we will define the rate constant and
clarify what is meant by dynamical effects.

It is now generally agreed that the rate constant for
chemical reactions in condensed phase can be written as
(see references in ref 30):

where kTST is the transition-state theory rate constant and
κ is the “transmission factor”, which accounts for the
correction of the non-recrossing. In a multidimensional
system, the TST rate constant can be expressed as (e.g.,
ref 31)

where ∆g(x) is the free energy functional that describes
the probability of being at different points along the
reaction coordinate,31 x; xq is the value of x at the transition
state; x̆ is the velocity and 〈 〉TS designates an average over
TS configurations. Here, ∆gq is the difference between
∆g(x) at the TS and the minimum of ∆g.

The transmission factor can be determined by running
trajectories at the TS region and monitoring their downhill

time evolution. The time reversal of such trajectories (e.g.,
ref 32) produces the rare reactive trajectories and can be
used to evaluate κ. This is usually done by a counting
approach (e.g., ref 32; see also ref 5). However, we will
use an alternative approach below.

The factor exp{-∆gq/kBT} in the TST expression for the
rate constant is simply a probability factor that could be
evaluated by a nondynamical approach such as Monte
Carlo (MC) simulations. Thus, if we can estimate the rate
constant correctly by MC approaches, there are no
dynamical effects. Furthermore, it is generally accepted
that any dynamical effects on the rate must lie in the
transmission coefficient κ. The main question, therefore,
is whether κ is much greater in some enzymatic reactions
than in the corresponding reactions in solution. We will
address this question below.

To simulate enzymatic reactions, we developed hybrid
quantum mechanical molecular mechanics (QM/MM)
approaches2,30 and in particular developed and advanced
the empirical valence bond (EVB) approach.31

The EVB approach has been used extensively in studies
of the energetics and dynamics of enzymatic reactions,
including the first simulations of the dynamics of chemical
reactions in enzymes33 and solutions.16 Here, we use this
method to examine the dynamics of the hydride transfer
reaction of alcohol dehydrogenase (ADH).

This reaction is described by the two valence-bond-
like (VB-like) resonance structures shown in Figure 6. The
potential surfaces of the VB structures are described by
analytical potential functions that include the interactions
of the charges in each VB structure with their environ-
ment. That is, the energies of the VB states are expressed
as

Here, R and Q represent the atomic coordinates and
charges of the VB structures, and r and q are those of the
surrounding protein and solvent. Rgas

(i) is the gas-phase
energy of the ith VB structure at infinite separation
between the fragments; Uintra

i (R,Q) is the intramolecular
potential of the solute system; USs

i (R,Q,r,q) represents the
interaction of the solute atoms (S) with the surrounding
solvent and protein atoms (s); and Uss(r,q) represents the
potential energy of the protein/solvent system (“ss”
designates surrounding-surrounding). The mixing of the
resonance structures gives the ground-state potential
surface for the reaction in its particular environment.31

To illustrate the factors that control the reaction, we
present in Figure 7 a typical reactive trajectory. As seen
from the figure, the barrier for hydride transfer oscillates
with the fluctuations of the environment surrounding the
bound substrate. Once in a while the environment reaches
a configuration where the barrier is small and the hydride
can be transferred. Thus, the rate of hydride transfer
depends on the fluctuations of the surrounding active site
and the resulting fluctuations of the potential of the two
VB states energies ε1 and ε2. A closer look at the connection
between the fluctuations of the environment and the

λ )
1

2
∑

j

pωjdj
2 )

1

2πkBT
|∫-∞

∞
J(ω) dω| (1)

k ) κkTST (2)

kTST ) 1
2

〈|x̆|〉TS exp{-∆gq/kBT}/∫-∞
xq

exp{-∆g/kBT} dx
(3)

εi ) Rgas
(i) + Uintra

i (R,Q) + USs
i (R,Q,r,q) + Uss(r,q) (4)
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chance of a charge-transfer reaction illustrates (e.g., refs
16, 30, and 33) that the rate constant reflects the fluctua-
tions of the energy gap ∆ε ) ε2 - ε1 and in particular the
electrostatic contributions to the energy gap. However, the
chance for having the proper electrostatic fluctuations
probably is determined by the corresponding Boltzman
probability.

EVB calculations of diverse types of enzymatic reactions
(see the review in refs 31 and 30) reproduced repeatedly
the reduction of the activation barrier, ∆∆gq, when moving
from water to the protein active site. The largest contribu-
tion to this ∆∆gq was found to be due to electrostatic
effects of the protein. This electrostatic effect appeared
to be associated with the fact that the enzyme dipoles are
preorganized toward the TS charges and thus the reor-
ganization energy is reduced significantly.31,34

The finding that the largest catalytic contribution
comes from the electrostatic part of ∆gq cannot be used
by itself to exclude the possibility that other contributions
also are significant. Here we review the use of our
simulation approaches in studies of dynamical contribu-
tions to catalysis.

Using the linear response approximation, we were able
to show (e.g., ref 31) that the transmission factor is
determined by the autocorrelation of the energy gap ∆ε(t).
Thus, we could compare the transmission factors (and the
corresponding dynamical effects) of reactions in protein
and solutions by comparing the autocorrelation functions
of ∆ε(t). Such a comparison is shown in Figure 8, and a
similar comparison was done in our early studies (e.g.,

FIGURE 6. Resonance structures used in the EVB description of ADH.

FIGURE 7. Illustrating the effects of the fluctuations of ε2 and ε1 on
the reaction of ADH. The figure depicts the time dependence of the
ground-state energy profile Eg. This energy is plotted at reactants,
transition state, and products. The data have been obtained along
an artificially generated (by artificially changing Rgas

(2) (see ref 30))
reactive trajectory that involves hydride transfer from the NADH to
the benzyl aldehyde substrate. The chance for the reaction depends
on the average of the fluctuating activation barrier ∆Eq. The lower
panels show the ground-state potential at different points along the
trajectory.

FIGURE 8. Autocorrelation of the electrostatic contributions to the
energy gap in ADH and in solution. The oscillations in the protein
autocorrelation function are due primarily to movements of the Zn2+

ion. Reprinted with permission from ref 30. Copyright 2001 American
Chemical Society.
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ref 31). In all cases it appears that the two autocorrelation
functions are similar.

Since the dynamical effects are similar in proteins and
solutions, they are unlikely to contribute to catalysis.
Interestingly, a direct evaluation of κ in a proton-transfer
reaction in triosephosphate isomerase (TIM)35 found that
κ is close to unity. This shows that there is no significant
dynamical effect in the enzymatic reaction.

The fact that the dynamical nature of chemical reac-
tions in enzymes and solutions are similar is also il-
lustrated in Figure 9. The figure examines the nature of
the reactive trajectories and demonstrates that the reactive
trajectories have a similar nature in ADH and in solution.

It is frequently proposed that enzymes use coherent
motions or undissipated thermal energy in catalyzing their
reactions (see discussions in refs 5 and 30). To examine
this proposal, we used our dispersed polaron approach
(see section III). This approach was applied to several

enzymes (e.g., ref 36), and the results of a recent study of
the reaction of ADH30 is depicted in Figure 10. The figure
presents the J(ω)of eq 1 for the reaction in the enzyme
and solution, and this compares the biologically relevant
vibrations in both cases. As seen from the figure, the J(ω)’s
are similar in the enzyme and solution reactions. Thus, it
is not likely that the protein accelerates its reaction by
increasing specific J(ω)’s. In fact, even in cases where the
J(ω)’s are different, we would not necessarily have coher-
ent dynamical effects. For example, if specific coherent
modes were acting in ADH, we would not have the results
presented in Figure 9, where the reactive trajectories
appear to involve random motions.

Our simulation approaches also allowed us to explore
the nature of so-called “nonequilibrium solvation” (NES)
effects (for a definition of this term, see ref 30). We focused
on proposals that these effects are fundamentally different
in enzymes and in solution35 and that this leads to
dynamical contributions to catalysis.37 It was found that
NES effects contribute mainly to ∆gq, rather than to κ.30 It
was also found30 that alternative approaches for calcula-

FIGURE 9. Downhill classical trajectories on the ground-state EVB
surface (a) for the hydride transfer reaction catalyzed by ADH and
(b) for the corresponding reaction in solution. The time reversals of
the downhill trajectories correspond to the actual reactive trajec-
tories. The figure represents the reactive trajectories in terms of
the solute and solvent coordinates (see ref 30 for more details).

FIGURE 10. J(ω) in ADH and in solution: (a) contribution of the
internal modes of to the reacting system; (b) contribution of the
“generalized” solvent coordinate. Reprinted with permission from
ref 30. Copyright 2001 American Chemical Society.
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tions of NES effects are problematic. Our studies have
shown that NES effects reflect mainly the difference in
reorganization energies (and the corresponding ∆gq)
between the enzyme and solution reactions. These are
probabilistic rather than dynamical effects.

Finally, we were able quite early36 to examine proposals
that quantum mechanical nuclear tunneling effects con-
tribute to enzyme catalysis. For this purpose, we adopted
the centroid path integral idea38,39 but had to introduce
important modifications to make this approach effective
in studies of chemical reactions in solution and enzymes.
The resulting quantized classical path (QCP) approach (see
ref 36 and references in ref 30) evaluates quantum
mechanical free energies by constraining the center of the
quasiparticles to move on the classical potential. The QCP
approach provided the first simulations of quantum
mechanical nuclear effects in enzymes and solutions (e.g.,
ref 36). The simulations demonstrated that the quantum
effects are significant but are unlikely to contribute to
catalysis. That is, we found that the quantum mechanical
corrections are similar in enzyme and solution and thus
do not change ∆∆gq.

V. Proton Translocations and Ion Transport
Proton translocations and ion transport play a major role
in biological systems. Our studies of such systems34,40,41

have focused on the reduction of the barrier for ion
transport through low dielectric membranes by the polar
groups of the channel. However, the examination of the
corresponding time evolutions are also instructive. Two
examples are given below.

(a) Proton Translocation Pathways. To explore the
nature of biological proton translocations, we studied the
proton-transfer pathways in the quinone site of Rd.
sphaeroides.42 These processes occur on a microsecond
time scale and involve a rather complex control by the
protein environment. The protons can jump between
internal water molecules and/or protein ionizable resi-
dues. The energetics of these jumps are controlled by the
surrounding protein. To capture the physics of such a
processes, we designed a special “trick” that provides the
relevant energetics on-the-fly during calculations of the
time evolution of the system. Our starting point is the
evaluation of the free energy of the proton at any possible
protonation site (including water molecules in the protein
cavities and ionizable protein residues). This was done in
a semimacroscopic way using34,40,43

where m designates the vector of the charge states in a
given configuration. Here qi

(m) is the charge of the ith
group at the mth configuration. The Wijqi

(m)qj
(m) term

represents the charge-charge interactions. The intrinsic
pKa (pKint) is the pKa that the given ionizable group would
have if all other ionizable groups were kept in their neutral

states. The first term in eq 5 is evaluated by our semi-
macroscopic approach (e.g., ref 40). However, the most
important approximation in eq 5 is the use of an effective
dielectric constant for charge-charge interaction. That is,
we used

where W is given in kilocalories per mole and r in
angstroms and εij is a distance-dependent dielectric
constant.40 The calculated ∆G(m) terms are then converted
to activation barriers using the modified Marcus equa-
tion31 and then used to evaluate the rate constants for all
the individual steps.

Since our approach provides the energetics for any
possible charge state of the system, we can use it on-the-
fly to solve the time evolution of the proton translocation
process. This can be done by Brownian dynamics (BD),
but in the case of RC we used a master equation for the
relevant kinetics. The simulation indicated that the overall
time dependence is largely controlled by the energetics
of the different protonation sites and not by dynamical
effects (see the discussion in ref 40).

(b) Ion Channels. The elucidation of the structure of
a bacterial potassium channel (KscA from Strepomyces
lividans)44 presents the challenge of simulating current-
voltage relationships of an actual biological ion channel.
The first step in this direction involved calculations of the
ion permeation energy (e.g., refs 45 and 46 and references
therein). Unfortunately, with the exception of the work
of Aqvist and Luzhkov,45 most microscopic studies pro-
duced unrealistic energetics with enormous barriers. This
reflects probably the use of improper boundary conditions
and improper treatments of long-range electrostatic in-
teractions.

Moving to the next step of simulating the ion current
presents an enormous challenge. It is obvious, for ex-
ample, that brute force microscopic simulations will be
impractical until we have much more powerful computers.
On the other hand, phenomological models can provide
a useful general insight, but cannot capture the detailed
physics of the specific channel (see ref 47).

We have exploited the trick used in the proton trans-
location study40,43 and expressed the energy of the system
as

where ∆Gself is the semimacroscopic estimate of the free
energy of a single ion in the protein (with all ionizable
groups in their uncharged form); i and j run on the ions,
k on the protein ionizable groups, and p over the protein
groups in the channel interior. ∆Gself is estimated by our
PDLD/S-LRA approach,40 while ∆Gij and ∆Gik are obtained
by the analytical expression of eq 6. ∆Gvdw is the van der
Waals interaction between the ions and the channel
interior, which is evaluated by using a simple grid
representation for the channel surface. Combining the free
energy surface of eq 6 with BD simulations enabled us to

∆G(m) ) ∑
i

(-2.3RTqi
(m) [pKint,i

p - pH] +

(1/2)∑
i*j

Wijqi
(m)qj

(m)) (5)

Wij ) 332/(rijεij) (6)

∆G ) ∑
k

∆Gself(ri) + ∑
ij

′∆Gij + ∑
ik

∆Gik + ∑
ip

(∆Gvdw)ip

(7)
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simulate the ion current in a realistic model of the KscA
channel.47 Typical results of our simulations are given in
Figure 11. Although earlier BD simulations of KscA were
reported, they did not involve sufficiently realistic elec-
trostatic treatments (see disscusion in ref 47).

Our studies indicated that the overall time evolution
is controlled by the energetics of the highest barriers.
Apparently, the main role of the protein channel is to
reduce the very high barrier for ion transfer through low
dielectric membranes.45,48 Nevertheless, once the barriers
are calculated accurately, the evaluation of the exact time
evolution requires one to use BD or related approaches.

VI. Concluding Remarks
This Account summarized our simulation studies of the
dynamics of biological reactions. These studies indicated
that direct MD simulations are crucial mainly for modeling
of very fast reactions. Apparently, once the rate of the

given process is determined by the energetics, it is possible
to use “nondynamical” approaches (such as Monte Carlo
methods) to determine the reaction probability.

The appeal of MD simulations is due to their ability to
provide realistic descriptions of the actual molecular
motions, and the ability to simulate the time evolution of
reactive trajectories is very useful. Furthermore, MD
simulations appear to provide a simple and effective way
of averaging over protein configurations and obtaining the
free energies that control biological functions. This was
demonstrated in our early FEP calculations of the energet-
ics of enzymatic reactions49 and electrostatic free energies
in proteins.50 The field has progressed significantly since
these early studies (e.g., ref 51), and much more progress
is expected.

The past 25 years have taught us that we cannot predict
how the field of molecular modeling will mature. Obvi-
ously, MD simulations provide a powerful tool for studies

FIGURE 11. Representative result from our simulations of ion current in the KscA potassium channel. The figure presents the trajectories of
some ions that are involved in the transport process (see ref 47 for details).
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of biological systems. It is also clear that the use of MD
simulations will continue to grow with the increase of
computer power. However, the use of MD simulations as
a “black box” has its own risks since reproduction of an
experimental observation on a complex biological system
does not always increase the understanding of such a
system. Dissecting the physics behind the simulated
property requires more than brute-force, long-time tra-
jectories. Here again it is important to recognize that MD
simulations are not synonymous with molecular modeling
and that other approaches, and in particular electrostatic
calculations (e.g., refs 2 and 34), can provide the most
effective way of correlating structures and functions of
biological molecules. Nevertheless, there is no substitute
for MD simulations in studies of fast photobiological
processes.

This work was supported by NIH Grants GM24492 and GM40283.
I am grateful to W. W. Parson and J. Villa for insightful
discussions.
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